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A B S T R A C T

Digital watermarking has emerged as an important tool for copyright protection of digital videos. In this paper,
we introduce a robust and imperceptible video watermarking method performed in the base-band domain that
is not computationally expensive. Two nonoverlapped watermarks are embedded in the host video frames.
The first watermark is a grayscale image that represents the ownership of the video. First, this watermark is
decomposed into a sequence of binary images called temporal codes by using a spatiotemporal masking model.
Then, the temporal codes are embedded in the spatial domain of video frames by using the imperceptible–
visible watermarking paradigm. Since it is well known that such a paradigm is computationally expensive, we
employ a technique that considers the video scene as the basic processing unit to considerably increase the
execution speed. The second watermark works as a supporting media to share data between embedding and
exhibition stages and is embedded in the discrete cosine transform (DCT) with a very robust method based on
quantization index modulation (QIM) under dither modulation and some spatiotemporal criteria of the human
visual system (HVS). Computer simulations were conducted regarding robustness, imperceptibility, and time
consumption to determine the feasibility of our proposal. Experimental results confirm that the combination of
temporal codes and the imperceptible–visible watermarking paradigm is an innovation in the field that brings
advantages such as simplicity, low computational complexity, and improved robustness and imperceptibility.
. Introduction

Due to the rapid development of information technologies, it is pos-
ible to create a perfect copy of a digital medium with high quality at
low cost and then distribute it on a large scale. Copyright ownership
rotection is necessary to safeguard digital media against unauthorized
uplications and other illegal operations. Digital watermarking has
merged as a technology that aims to hide ownership information in a
ost signal in an invisible manner before distribution. All distributed
opies containing the watermark can later be examined to establish
wnership [1]. This paper focuses on the copyright protection of digital
ideos by using digital watermarking. Compared with still image wa-
ermarking, video watermarking introduces some specific requirements
elated to robustness, imperceptibility, and computational cost.

Regarding robustness, video watermarking faces aggressive inten-
ional or unintentional operations that can remove the embedded wa-
ermark, such as transcoding and temporal desynchronization opera-
ions that are not present in image watermarking [2]. Imperceptibility
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metrics applied to measure video quality distortion must consider
spatiotemporal aspects of the human visual system (HVS) to reflect
the influence of quality alterations over time [3]. Additionally, the
large volume of data in video sequences prevents a watermarking
technique initially designed for still images from being applied to video
without changes, which would require substantial computational costs.
A well-designed video watermarking algorithm must take advantage of
the redundancy between consecutive frames. The domain where the
watermark embedding process is carried out impacts the robustness,
imperceptibility, and computational cost of the video watermarking
scheme. Some video watermarking techniques choose the compressed
domain to embed and extract the watermarking signal [4–9]. This
approach has two main advantages. The first advantage is practicality
since the videos are usually stored in a compressed way. The second
advantage is the low computational cost involved, which opens the
option of generating real-time solutions. However, a large drawback is
that any small change in the encoded information impacts the frame’s
visual quality. Therefore, very little information can be embedded.
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Another disadvantage of these methods is that they are closely related
to the video compression process, and the watermark often does not
survive transcoding operations. Other video watermarking proposals
use the base-band domain by modifying the frame pixels directly (spa-
tial domain) [10–13] or by transforming them to frequency domains
such as discrete cosine transform (DCT) and discrete wavelet transform
(DWT) [14–17]. The most relevant advantage of these schemes is
that several operations can be performed to improve robustness and
imperceptibility. Additionally, as these methods are not associated with
any specific video compression standard, the watermark is more likely
to remain in the video after aggressive tasks, including transcoding,
are performed. However, these techniques are computationally expen-
sive because they usually perform frame-by-frame tasks along video
sequences.

In this paper, we propose a robust video watermarking scheme
performed in the base-band domain, with an imperceptible watermark
at a low computational cost. The proposed watermarking scheme em-
beds two nonoverlapped watermarks in the host video frames. The first
watermark is considered the most relevant within the proposed method.
This watermark is a grayscale image that graphically represents the
ownership data. This visible watermark is processed by being decom-
posed into a fixed number of binary images, called temporal codes,
using the method proposed in [18]. The main objective of this proce-
dure is to create n binary images through spatial and temporal masking
effects to become less easily perceived, either in each video frame or by
the temporal integration of the HVS. The way to recover the watermark
signal is by performing pixelwise mathematical averaging of the video
frames or by long-exposure photography [18]. A detailed review of the
technique proposed in [18] is presented in Section 2 of this document.
The temporal codes are embedded in the spatial domain of each video
frame by using the imperceptible–visible watermarking paradigm to give
robustness and imperceptibility to the proposed method. In a general
way, this approach refers to embedding a visible watermark that is
not perceptible to the naked eye. The watermark can be revealed
only by performing image enhancement operations that are usually
fast and noncomplex. The imperceptible–visible paradigm claims two
advantages over conventional approaches. First, it allows ownership to
be determined in a practical way (i.e., by avoiding complex detection
stages), and second, it improves watermark imperceptibility. However,
one of the main drawbacks of this approach is related to the high
computational cost. The imperceptible–visible paradigm determines the
watermark location by performing an exhaustive search of the host im-
age’s visual features, which becomes an issue for video watermarking.
To address this problem, we design a procedure to greatly reduce the
computational cost of the imperceptible–visible paradigm.

The second watermark works as a supporting media to share data
between the embedding and exhibition stages. This watermark contains
crucial information to reveal the first watermark and thus determine
video ownership. Any error of the extracted data of the watermark
may lead to mistakes for ownership protection. For this reason, the
second watermark is embedded by using a very robust method based on
quantization index modulation (QIM) under dither modulation in the
DCT domain and by using some spatiotemporal HVS criteria. Several
tests were performed to confirm the proposed scheme’s performance
regarding robustness, imperceptibility, and computational cost. The
tests to measure watermark imperceptibility include several objective
metrics designed for still images and videos, i.e., temporal distortion,
are also considered. The obtained results confirm that an observer
does not readily perceive the embedded watermark. Experimental re-
sults regarding robustness show that the proposed method is robust
against signal processing attacks and video-based operations such as
transcoding and temporal desynchronization. The proposal’s practical-
ity was also proven since it was tested in videos with different visual
features and spatial resolutions. Finally, when compared to state-of-the-
art techniques with a similar purpose, our proposed method is highly
competitive, as it can more quickly process a video frame.
2

1.1. Contributions

The overall contribution of this proposal is to design a robust
and imperceptible video watermarking technique that is performed
in the base-band domain and is not computationally expensive. To
meet this objective, we present two novel techniques within the field
of study. The first technique allows decomposing a grayscale image
into a set of binary images, called temporal codes, by using a spa-
tiotemporal masking model [18]. A contribution of this work is that
it adapts the method in [18] to video watermarking, which was not
its original purpose. The use of temporal codes has two advantages.
As we will explain later, the temporal codes are created by using a
random masking function that provides security and resilience to the
proposed scheme against intracollusion attacks [19]. Because the same
watermark is not inserted in all video frames, it is more difficult for an
attacker to determine a watermark signal’s presence within the video. A
second advantage is that the use of temporal codes allows us to obtain
robustness against temporal desynchronization attacks. However, the
method in [18] also presents some drawbacks. The temporal codes
were originally created for synthetic videos; thus, the imperceptibility
in practical scenarios is not guaranteed, and the original method is
not robust against intentional or unintentional distortions. To address
these issues, we use the second novel technique: the imperceptible–visible
paradigm. Chuang [20] initially designed this method for still images,
but due to its computational cost, it has not received enough attention
for its use in video watermarking. The imperceptible–visible method
allows us to determine the most suitable location of the watermark from
the visual characteristics of the host video frame and adjust its strength
with some HVS criteria. This makes it possible to obtain robustness
against common signal processing tasks and video-based operations,
enabling its application in practical scenarios. Another contribution
of this proposal is the reduction in the high computational costs in-
volved in the imperceptible–visible paradigm, thus allowing its use in
the field of video watermarking. We present a method where a frame-
by-frame process does not determine the watermark location. Instead,
this method considers the video scene as the basic processing unit,
which reduces the computational complexity considerably. To the best
of our knowledge, there is no previously published work that combines
temporal codes and the imperceptible–visible approach in the field of
video watermarking.

1.2. Organization

This paper is organized as follows. In Section 2, we introduce the
method to generate temporal codes from the first watermark. Section 3
presents the process to determine the location for both watermarks.
We detail the proposed watermarking method in Section 4. Then, we
present the experimental results in Section 5. Finally, we offer our
conclusions in Section 6.

2. Related work

Recently, a work aiming at hiding a secret message along with a
digital video by using spatial and temporal visual masking has been
proposed in the scientific literature [18]. In general terms, the al-
gorithm introduced in [18] initially considers the secret message as
an input image with a color depth of 8 bits (grayscale image). The
algorithm design premise is that the input image should be invisible in
the same way for a single frame and the temporal addition mechanism
of the HVS. We apply a self-masking model to meet this premise. First,
to improve the effect of hiding information, or to reach the masking
threshold, the method creates an image with a reduction of contrast 𝐼𝑐
rom the input image I, as follows:

𝐼 (𝑥, 𝑦) = 𝛼 ⋅ 𝐼 (𝑥, 𝑦) + 1 − 𝛼 , (1)
𝑐 2 2
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Fig. 1. Overview of the algorithm [18]. An input image I (visible watermark) is decomposed into 𝑛 = 30 temporal codes by employing 𝑘 = 3 frequency bands.
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where 𝛼 is the contrast reduction factor and takes a value between 0
and 1. Then, the low contrast image 𝐼𝑐 is decomposed into k spatial
frequency bands by applying the Laplacian pyramid method proposed
in [21]. For each pixel value of the contrast-reduced image 𝐼 𝑙𝑐 (𝑥, 𝑦)
in each l frequency band, Eq. (2) is fulfilled. This denotes that the
n temporal samples created with a selected masking function can be
ntegrated over time and give the corresponding frequency band l:

𝐼 𝑙𝑐 (𝑥, 𝑦) =
1
𝑛

𝑛
∑

𝑖=1
𝑣𝑙𝑖 (𝑥, 𝑦) , (2)

𝑣𝑙𝑖 (𝑥, 𝑦) = 𝑓 (𝑡𝑖 + 𝜁𝑙(𝑥, 𝑦)) , (3)

here 𝑣𝑙𝑖 is a given frequency band l of frame 𝑣𝑖 at time 𝑡𝑖 of the video.
he term 𝑓 (𝑡+𝜁 ) refers to the masking function that operates by modify-

ng each pixel (𝑥, 𝑦) in each band l with a different phase shift value 𝜁 .
he authors in [18] recommend the adoption of three methods [22,23]:
a) random masking function, (b) sinusoidal composite wave, and (c)
emporal ditter masking function. Finally, once the k frequency bands
re created for each frame, they can be summed to obtain the final
emporal code 𝑣𝑖 at time 𝑡𝑖 that holds information invisible to the naked
ye, as follows:

𝑖 =
𝑘
∑

𝑙=1
𝑣𝑙𝑖 . (4)

When necessary, temporal averaging reveals the secret message. For
random masking function or sinusoidal composite wave, pixelwise
athematical averaging displays the input image. For the temporal
itter masking function, the authors [18] suggested disclosing hidden
nformation via prolonged exposure by using a conventional camera
ens. The experimental results presented in [18] show that the pro-
osed algorithm’s camouflage capacity is excellent, as is the lossless
econstruction when recovering the embedded image. However, several
rawbacks may limit the application of the algorithm proposed in [18]
y considering conventional digital watermarking requirements. First,
ince the videos generated by the algorithm in [18] are only synthetic,
heir use is limited in practical scenarios. Second, there is no evaluation
f the algorithm against intentional or unintentional distortions; in
ssence, the algorithm’s robustness is not proven. Based on this anal-
sis, in this proposal, we employ the algorithm proposed in [18] but
mprove some of its limitations. We utilize the random masking func-
ion to create n temporal codes from a visible watermark signal, which
ontains the ownership information and is represented by a grayscale
mage. By randomly varying each pixel value of each frequency band
with uniformly distributed samples, we create the random masking

unction. It is important to note that Eq. (2) holds an error that has
n indirectly proportional relationship with the number of temporal
3

amples. In this way, a suitable number of temporal samples n must
e experimentally determined for each application.

By adjusting the original method proposed in [18] with our pro-
osed strategy, we obtain robustness against common signal processing
asks and video-based operations. This strategy also enables the ap-
lication of the original method in practical applications with both
onventional and synthetic videos. Fig. 1 graphically illustrates how
o convert visible watermark I to its contrast reduction version 𝐼𝑐 and
he n temporal codes created using a random masking function. We can
mplement the inverse process of revealing the original watermark by
pplying a temporary average of the temporal codes with a pixelwise
athematical operation and a contrast reduction inverse operation.

. Watermark location

In the proposed scheme, we embed two watermark signals in each
ideo frame. First, a grayscale watermark image with ownership in-
ormation is processed to generate n temporal codes according to
he previous section’s algorithm [18]. Once the temporal codes are
reated, they are embedded redundantly along with the video sequence
ith an imperceptible–visible watermarking approach. Under normal
iewing conditions, the naked human eye cannot notice the visual
uality distortion generated by the watermark embedding process.
ccording to this model, the watermark must be easily perceived by
erforming common image-related functions [24]. In our proposal, the
mperceptible–visible watermark is revealed by applying a binarization
unction that requires some crucial parameters embedded invisibly as
second watermark.

The selection of the locations of the two watermark signals is
rucial since it considerably influences a robust, invisible, and less time-
onsuming proposal. This section describes in detail the considerations
hat must be addressed to select the best location for each watermark.
ig. 2 shows the overall strategy to choose the location of the two
atermark signals.

.1. imperceptible–visible watermark

In the imperceptible–visible approach, the watermark location is de-
endent on the visual features of the host frame. However, processing
ach frame of a video sequence to obtain the watermark location is
omputationally expensive and inefficient. To avoid this, the method
o determine the most suitable location of the imperceptible–visible
atermark is not a frame-by-frame process; rather, it is a procedure

hat uses the video scene as the basic processing unit and not the
ideo frame. In other words, we determine the watermark location
y performing an exhaustive search of the visual features of only one
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Fig. 2. The overall strategy to select the location of the watermarks.

frame (called keyframe) per video scene. This process includes five
tasks: (a) splitting the video into scenes, (b) extracting the keyframe,
(c) determining the region of interest, (d) selecting the most suitable
watermark location, and (e) refining the position of the watermark
along with the video sequence.

3.1.1. Video scene detection
Unlike still images, a video sequence incorporates temporal re-

dundancy, or a lot of visual similarities between successive frames.
Scene detection is a process that clusters the video into groups of
frames with related visual features. The imperceptible–visible watermark
location depends on each frame’s visual features so that performing a
scene detection can highly reduce the involved computational cost, as
the watermark location of clustered frames is very similar. The process
to split the video into scenes is based on a simple and efficient method
presented in [25]. The first step is to replace each I -frame in the context
of a group of images (GOP) of a video with its smaller version, called
DC-frame [26], which is the average of intensities of every 8 × 8
block. This process reduces 64 times the amount of information to
be processed. Despite having a low resolution, it only decreases 7%
of a human’s ability to appreciate the frame’s visual details [27]. A
color descriptor C is then computed from each DC-frame’s chrominance
component, together with masking and the average optical density
operations. The reader is referred to [25] for a full report of the process
to compute the mentioned color descriptor. The consecutive frame
descriptors are then compared by using the L2 norm according to (5),

𝐷[𝐶𝑡, 𝐶𝑡−1] =

( 𝑢
∑

𝑟=1

|

|

|

(

𝐶𝑟
𝑡 − 𝐶𝑟

𝑡−1
)2|
|

|

)1∕2

, (5)

where 𝐶𝑟 is the 𝑟th element of 𝐶, and 𝐶𝑡 and 𝐶𝑡−1 correspond to the
descriptors 𝐶 in time t and 𝑡 − 1, respectively. u denotes the length of
C. The value of D remains near zero, while the consecutive frames have
similar visual features. An increased value of D means significant visual
changes, which correspond to a video scene change detection.

3.1.2. Key-frame extraction
Once a video scene is detected, the video frame in the middle of

such a scene usually enough represents its visual content to be selected
as the keyframe. It has been determined experimentally [25] that, on
average, a video with a length of 2 min and a frame rate of 30 frames
per second (fps) can be well-represented with a set of 20 keyframes,
which is less than the 1% of the original video data. Considering this
large computational cost reduction, in our proposal we only process

each scene’s keyframe to determine the best watermark location. Then,

4

the keyframe’s watermark location is used for all the frames of a scene
since, as we explained before, the clustered frames of a video scene
are visually similar. However, in videos where objects have much
movement, the same watermark location would be inadequate for all
frames, especially in those far from the middle of a scene. We overcome
this problem by using a motion estimation technique that is explained
later.

3.1.3. Region of interest
The region of interest is defined as the area of a frame that first

attracts an observer’s attention. The process to detect the region of
interest is performed by employing a method to identify the saliency
region in a frame I that is based on the image signature descriptor
(IS) [28]. The IS is employed to build a frame 𝐼 , where the foreground
information of I is estimated by performing the sign function to the
2D-DCT transform and then applying the inverse 2D-DCT operation (6):

𝐼 = IDCT [𝑠𝑖𝑔𝑛 (DCT (𝐼))] . (6)

Each component of 𝐼 , denoted as 𝐼 𝑙, is convolved with a Gaussian filter
𝐾𝜎 of standard deviation 𝜎 to get a saliency map 𝑆𝑚.

𝑆𝑚 = 𝐾𝜎*
∑

𝑖

(

𝐼𝑖◦𝐼𝑖
)

. (7)

In (7), the Hadamard product operator is represented with the symbol
◦, and the character ∗ denotes convolution. The standard deviation 𝜎
of the Gaussian kernel regulates the sensitivity of the blurring effect
of the saliency map 𝑆𝑚. Finally, a binary image 𝐼ROI is computed to
isolate the foreground information of the saliency map 𝑆𝑚, by using a
hreshold T, as follows:

𝑅𝑂𝐼 (𝑥, 𝑦) =

{

1, 𝑆𝑚 (𝑥, 𝑦) ≥ 𝑇

0, 𝑆𝑚 (𝑥, 𝑦) < 𝑇
, (8)

here 𝑥 = 1, . . . , M, and 𝑦 = 1, . . . , N, and M×N denote the dimensions
f I.

.1.4. Watermark location
In this stage, we determine the most suitable location for the

mperceptible–visible watermark, denoted as 𝑅IV.The region 𝑅IV must
atisfy 𝑅𝐼𝑉 ∈ (𝐼 − 𝐼𝑅𝑂𝐼 ). The imperceptible–visible watermark is
mbedded within an area that is out of the region of interest for an
bserver. The above strategy improves imperceptibility, thus reducing
he possibility of being perceived by the naked eye. The luminance
omponent of the keyframe is evaluated to obtain the region with the
owest variance from all candidate regions 𝑅∗

𝐼𝑉 by using:

𝐼𝑉 = argmin
𝑅∗
𝐼𝑉

⎛

⎜

⎜

⎝

1
𝐴 × 𝐵 − 1

∑

(𝑖,𝑗)∈𝑅∗
𝐼𝑉

(

𝜌𝑖,𝑗 − 𝜇𝑅∗
𝐼𝑉

)2⎞
⎟

⎟

⎠

, (9)

where A×B denotes the dimensions of the watermark, 𝜌𝑖,𝑗 corresponds
to the (𝑖, 𝑗)th luminance pixel value, and the mean value of a candidate
region 𝑅∗

𝐼𝑉 is denoted as 𝜇𝑅∗
𝐼𝑉

. Note that the computed region 𝑅IV
is a pixel-based estimation approach that seeks the frame’s smoothest
region in terms of variance.

3.1.5. Refining the watermark location
In a motionless video, the estimated watermark location for the

keyframe is suitable for all frames of a video scene. However, some
video scenes have movement of objects along video sequences, and
in that case, the same watermark location could not be suitable for
all frames. The proposed scheme uses a block matching method based
on motion estimation to face the above issue. It is assumed that the
objects that present motion within a frame can be traced to a corre-
sponding block on a subsequent frame. Thus, the watermark location
is considered a background block that can present motion between
successive frames slightly. The original watermark location is refined by
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Fig. 3. The original watermark location (represented with a gray block). The eight
eighborhood blocks (dotted line), used to compare the variance value.

omparing the original location’s variance against eight neighborhood
locks (Fig. 3), with an offset of one pixel. If the variance of some of
he eight compared blocks presents less variance than the original one,
hen the location is updated. Since the watermark location is computed
or the keyframe located in the middle of a scene, frames must be
ivided into two sets to update the watermark location. The frames
rom the center to the end of a scene are compared with their previous
rame. Similarly, those from the beginning to the middle of a scene are
ompared with their successive frame.

Fig. 4 shows the obtained result by applying the watermark location
rocess to two video sequences with spatial dimensions of 𝑀 = 352
nd N = 288. From left to right, Fig. 4 shows the keyframe of the
irst scene, the keyframe’s saliency map, and the keyframe’s watermark
ocation (denoted with a white block, A=B=24). Next, Fig. 4 illustrates
he first frame of the same scene and the updated watermark location.
he upper row of Fig. 4 shows the news video sequence with a static
ackground, where the original watermark location remains unchanged
hroughout the video scene. The lower row of Fig. 4 corresponds to
he coastguard video sequence with high motion. In this case, we can
ppreciate that the location was updated horizontally by following the
moothest region on the frame.

.2. Invisible watermark

The watermark embedded with an invisible approach contains cru-
ial information to determine video ownership. In this case, any vari-
tion of the extracted watermark may lead to errors of ownership
rotection. For this reason, this watermark is embedded by consider-
ng a very robust method performed in the DCT domain and using
ome spatiotemporal HVS criteria, together with the QIM method [29].
mportantly, we determine the location of the invisible watermark so
hat it belongs to the region of interest. An aggressive attack usually
voids causing significant visual quality degradation of the area of
nterest; otherwise, the video’s value could be degraded. The invisible
atermark’s location is determined using an owner’s secret key to select
N blocks of 8 × 8 pixels randomly. The area represented by the 𝐵N

elected blocks is denoted as 𝑅I and, as we have mentioned, meets
he condition 𝑅𝐼 ∈ 𝐼𝑅𝑂𝐼 . This condition ensures that the visible and
nvisible watermark areas do not overlap.

. Watermark embedding stage

This section explains in detail the process to embed both water-
ark signals in the video sequence. The watermark with ownership

nformation is a grayscale image processed by the method described
n Section 2. The process’s output is the creation of n temporal codes,
mbedded along with the video sequence. This approach has several ad-
antages, such as obtaining a resilient scheme against collusion attacks
ince the embedded watermark is different for the same scene’s frames.
nother advantage is that a suitable value of n allows a tolerance of

he scheme against temporary desynchronization attacks, which will be
ddressed later. The first watermark, or the temporal code, is denoted
s 𝑊IV. The second watermark 𝑊I is a binary sequence used to support
edia to share data between the embedding and exhibition stages.
oth watermarks are embedded so that they are imperceptible. Fig. 5
hows a brief representation of the proposed watermarking embedding
rocess. In Fig. 5, the dotted line denotes tasks that are performed at
he frame level.
5

4.1. imperceptible–visible watermark

The process of embedding the imperceptible–visible watermark
(𝑊IV) employs the Just Noticeable Distortion (JND) criteria. Notably,
the JND criteria determine the most appropriate watermark strength
value to guarantee the watermark’s imperceptibility. The 𝑊IV pattern
is embedded in the host region 𝑅𝐼𝑉 , as follows:

𝑅𝑤
𝐼𝑉 (𝑖, 𝑗) =

⎧

⎪

⎨

⎪

⎩

max
(

0, 𝜇𝐼𝑉 −
[

𝑇𝑊
2

])

, 𝑊𝐼𝑉 (𝑖, 𝑗) = 0

max
(

𝜇𝐼𝑉 +
[

𝑇𝑊
2

]

, 255
)

, 𝑊𝐼𝑉 (𝑖, 𝑗) = 1
, (10)

where 𝑅𝑤
𝐼𝑉 is the watermarked version of the host region 𝑅𝐼𝑉 , 𝑇𝑊 is

he JND criteria used to adjust the watermark strength, the term 𝜇𝐼𝑉 is
he intensity mean value of 𝑅𝐼𝑉 , and [a] is an operation that calculates
he nearest integer value of a.

The strength to embed the imperceptible–visible watermark highly
epends on the mean intensity value 𝜇𝐼𝑉 of the host region 𝑅𝐼𝑉 to

keep imperceptibility. At this point, two considerations are taken into
account. First, the HVS has more sensitivity in the middle-intensity
level than in the boundaries. Second, the JND threshold represents the
difference between the foreground’s intensity level and the intensity
of the background that the HVS cannot perceive. Considering the
above, we determine the most appropriate JND value using the model
introduced in [30]. Fig. 6 shows 𝑇𝑊 ’s values regarding the host region’s
background intensity value, denoted as p. In this way, a background
intensity value of 64 takes the lowest value of the JND threshold.

4.2. Invisible watermark

The process of embedding the invisible watermark contains four
steps. First, the invisible watermark 𝑊I is a binary representation of
three data obtained from the imperceptible–visible watermark embed-
ding process. Those data are the mean value 𝜇𝐼𝑉 and the upper-left
corner coordinates of 𝑅IV (denoted as 𝑟1 and 𝑐1). The mean value 𝜇𝐼𝑉
is in a range of [0,255], and the values of 𝑐1 and 𝑟1 are in a range
of [0,2048] (the Full High Definition resolution is the highest spatial
resolution considered in this proposal). Fig. 7 shows how the invisible
watermark 𝑊I is composed. Second, we determine the watermark
location for the invisible watermark 𝑅𝐼 by using an owner’s secret
key to randomly choose 𝐵N blocks of 8 × 8 pixels from the luminance
component that are within the limits of the region of interest (𝑅𝐼 ∈
𝐼𝑅𝑂𝐼 ). One watermark bit is embedded in each block so that region 𝑅I is
composed of 𝐵N = 30. Third, we compute the 2D-DCT transform of each
𝐵N block of 8 × 8 pixels that belongs to 𝑅I. Finally, we experimentally
determine [29] that the second alternating current (𝐴𝐶1,2) coefficient
of each 2D-DCT block is the most resilient coefficient against several
aggressive operations, such as the quantization process at very low bit
rates. Considering the above, each watermark bit is embedded into the
𝐴𝐶1,2 coefficient of each 2D-DCT block belonging to 𝑅I by using the
QIM algorithm [31], as follows:

𝐴𝐶𝑤
1,2 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

sign
(

𝐴𝐶1,2
)

×

⌊

|

|

𝐴𝐶1,2
|

|

2𝜑𝑖,𝑗

⌋

× 2𝜑𝑖,𝑗 , 𝑊 𝑘
𝐼 = 0

sign
(

𝐴𝐶1,2
)

×

(⌊

|

|

𝐴1,2
|

|

2𝜑𝑖,𝑗

⌋

× 2𝜑𝑖,𝑗

)

+ 𝜑𝑖,𝑗 , 𝑊 𝑘
𝐼 = 1

, (11)

where 𝐴𝐶1,2 and 𝐴𝐶𝑤
1,2 are the original and watermarked DCT coeffi-

cients, respectively. 𝑊 𝑘
𝐼 is the kth bit of the watermark 𝑊I, and 𝜑𝑖,𝑗 is

he QIM quantifier that is computed by using a static QIM quantifier Q
nd a saliency-modulated JND [32]:

𝑖,𝑗 = 𝑆(JND(𝑡, 𝑛, 𝑖, 𝑗)) ×𝑄. (12)

The most suitable value for the static QIM quantifier Q is set regard-
ing the trade-off between imperceptibility and robustness. The term
𝑆(JND 𝑡, 𝑛, 𝑖, 𝑗 ) is a saliency modulated JND threshold for the frame
( )
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Fig. 4. The proposed watermark location process applied to the news (upper row) and coastguard (low row) video sequences. From left to right: the first scene’s keyframe, its
saliency map, the watermark location for the keyframe (white block), the scene’s first frame, and the updated watermark location (white block).
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Fig. 5. The proposed watermark embedding process.

Fig. 6. The JND threshold (𝑇𝑊 ) for each background intensity value p.

at time t, in the block n, and the (i, j) 2D-DCT coefficient, which is
defined as follows:

𝑆 (JND (𝑡, 𝑛, 𝑖, 𝑗)) = 𝑇 (𝑡, 𝑛, 𝑖, 𝑗) × 𝜌𝐶𝑂𝑁𝑇 (𝑡, 𝑛, 𝑖, 𝑗) × 𝜌𝐿𝑈𝑀 (𝑡, 𝑛) × 𝛹𝑀 (𝑡, 𝑛),

(13)
 𝑐

6

Fig. 7. The binary representation of the invisible watermark 𝑊I.

where T (t,n,i,j) is a base JND value that considers the spatiotemporal
contrast sensitivity function (CSF), the gray intensities of the frame, and
the oblique and spatial summation factors [33]. The terms 𝜌𝐶𝑂𝑁𝑇 and
𝜌𝐿𝑈𝑀 denote contrast and luminance marking operations, respectively.
Finally, an empirical linear function 𝛹𝑀 is used to adjust the JND value
regarding the saliency area of the frame [32]. Since the invisible wa-
termark is located within the region of interest, the saliency modulated
JND aims to adapt the QIM quantifier to obtain a highly robust scheme
with minimal distortion of the visual quality.

5. Watermark exhibition stage

The first step of the exhibition stage, which reveals the embed-
ded imperceptible–visible watermark pattern, is to obtain the crucial
parameters by performing the invisible watermark extraction process.
The content owner’s secret key is used to locate the 𝐵N blocks where
he watermark was previously embedded. Then, the extracted binary
atermark �̂�𝐼 is obtained by applying the QIM extraction process [31],
s follows:

̂ 𝐼 (𝑘) =

⎧

⎪

⎨

⎪

⎩

0, if round
(

𝐴𝐶𝑤
1,2∕𝜑𝑖,𝑗

)

= even

1, if round
(

𝐴𝐶𝑤
1,2∕𝜑𝑖,𝑗

)

= odd
, (14)

where �̂�𝐼 (𝑘) is the kth bit of the extracted watermark, 𝐴𝐶𝑤
1,2 is the

watermarked DCT coefficient, and 𝜑𝑖,𝑗 is the QIM quantifier previously
calculated in the embedding process and used as a secret key at this
stage. Once �̂�𝐼 is extracted, the values of �̂�𝐼𝑉 and (�̂�1, 𝑐1) are retrieved,

hich represent the mean value and the upper-left corner coordinates
f 𝑅𝑤

𝐼𝑉 , respectively. The extracted mean value �̂�𝐼𝑉 is used to build a
inary image from the luminance component 𝐼𝑌 of each watermarked
rame by using:

̂𝑊 =

{

1, if 𝐼𝑌 ≥ �̂�𝐼𝑉

0, otherwise
, (15)

here 𝐼𝑊 is the watermarked binary image with the revealed water-
ark, and the temporal code is visible to the naked eye at the (�̂�1,
̂1) coordinates. Then, with the values of (�̂�1, 𝑐1) and the dimensions
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Fig. 8. A graphical example of the exhibition stage. The upper row shows the watermarked frames, at times t=1, t=120, t=240, and t=300, of the akiyo video sequence. The
middle row shows the binary image representation 𝐼𝑊 for the same frames. Finally, the lower row shows the binary images 𝐼𝑊 , but the region 𝑅𝑤

𝐼𝑉 is changed by 𝐵𝑤
𝐼𝑉 . In the

middle and lower rows, the regions 𝑅𝑤
𝐼𝑉 and 𝐵𝑤

𝐼𝑉 are zoomed and displayed at the bottom-right corner for better appreciation.
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IV, the region 𝑅𝑤
𝐼𝑉 is isolated to perform a temporal adding of such

region:

𝑤
𝐼𝑉 =

𝑛
∑

𝑡=1
𝑅𝑤
𝐼𝑉 (𝑡) , (16)

here 𝐵𝑤
𝐼𝑉 is a grayscale image that contains the sum of all the binary

atermarked regions 𝑅𝑤
𝐼𝑉 from 𝑡 = 1 to n. Note that n is the number

of temporal codes generated from the original grayscale watermark.
In the process, the value of t is reset when t=n or when the end of a
cene is reached. To get a better understanding of the exhibition stage,
ig. 8 shows an example of the watermarked version of the akiyo video
equence. The upper row shows the watermarked frames at times 𝑡 = 1,
= 120, 𝑡 = 240, and 𝑡 = 300 from left to right, respectively. The middle
ow of Fig. 8 consists of the binary images 𝐼𝑊 at the same values of t.
n this experiment, the akiyo video sequence has spatial dimensions of
04 × 576 pixels and consists of 10 s of video at 30 fps. Considering
his, the original watermark (A=B=64) is processed to build 𝑛 = 300
emporal codes. For demonstrative purposes, the region 𝑅𝑤

𝐼𝑉 is zoomed
nd displayed at the bottom-right corner. Finally, the lower row of
ig. 8 shows the binary images 𝐼𝑊 at the same values of t but with the
ifference that the region 𝑅𝑤

𝐼𝑉 switches to the values of 𝐵𝑤
𝐼𝑉 at times

= 1, 𝑡 = 120, 𝑡 = 240, and 𝑡 = 300, respectively, by using (16). In
he middle row, the region 𝐵𝑤

𝐼𝑉 is also zoomed and displayed at the
ottom-right corner.

. Experimental results

In this section, we perform several experiments to evaluate the
ffectiveness and performance of the proposed method. To conduct our
xperiments, we create a database of 20 videos, codified under the
PEG-4 Part 2 compression standard by using the ASP Profile. The

ataset is composed of 8 videos with a spatial resolution of 352 × 288
ixels (CIF Format) at 30 fps, 8 videos with a spatial resolution of
04 × 576 pixels (4CIF Format) at 24 fps, and 4 videos with a spatial
esolution of 1920 × 1080 pixels (HD Format) at 30 fps. These videos
ere selected by considering the amount of movement within the video

equence and their lighting, texture, and color conditions. This will
rove the application of the method in practical scenarios. A sample
7

f the videos used in this paper can be observed in Fig. 9, and the rest
f the videos are shown as part of the experiments.

The watermarks used in our experiments are shown in Fig. 10; in
he tests, the watermark size is adjusted according to the host video
imensions.

.1. Watermark strength

The proposed method embeds two watermarks in each video frame,
nd the strength of those watermarks has to be determined to obtain a
obust watermark while maintaining imperceptibility. According to the
ost frame’s visual features, the strength of the imperceptible–visible
atermark (WIV) is determined by using JND criteria. In the case of

he invisible watermark (𝑊I), the quantifier Q is empirically chosen by
onsidering the trade-off between imperceptibility and robustness. The
alue of Q is as high as possible, as long as the watermark remains
mperceptible to the naked eye. To determine the optimal value of Q,
e perform the invisible watermark embedding process described in
ection 4.2 with Q values ranging from 10 to 20. Then, we measure
he effect of the visual quality degradation by using the peak signal-
o-noise ratio (PSNR) and the structural similarity index (SSIM) [34]
etrics. The robustness is measured by using the bit error rate (BER)
nder the same conditions. Table 1 shows the obtained values for each
etric. Values in Table 1 correspond to the average data of all tested

ideos. Table 1 shows the optimal value of Q as 16 (underlined data
line), and the PSNR and SSIM values of 51.07 and 0.9914, respectively,
confirm that the watermark is not readily perceptible. Note that a value
of SSIM equal to 1 indicates that two frames are identical. Under these
conditions, the BER is equal to 0. The previous Q value also has this
value, which suggests that the scheme tolerates more noise generated
from attacks, and the watermark could be entirely recovered.

6.2. Watermark imperceptibility

This section measures the visual quality distortion generated on the
video sequence due to performing the watermark embedding process
of both the imperceptible–visible watermark 𝑊IV and the invisible

watermark 𝑊I. The metrics employed are the PSNR, the SSIM, the video
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Fig. 9. A sample of the videos used to carry out our experiments.
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Fig. 10. The grayscale watermarks used in our experiments.

Table 1
Quality metrics results to determine the QIM quantifier Q.

Q PSNR (dB) SSIM BER

10 54.62 0.9954 1.03 E−08
12 53.09 0.9943 3.51 E−09
14 51.82 0.9921 0
16 51.07 0.9914 0
18 49.23 0.9886 0
20 48.72 0.9864 0

Table 2
Quality degradation after performing two watermark embedding processes.

PSNR SSIM VQM stVSSIM

51.07 0.9914 0.32 0.9630

quality model (VQM) [35], and the spatiotemporal video SSIM (stVS-
SIM) [36]. The VQM is a DCT-based quality metric oriented to video,
as it considers the spatiotemporal CSF. The value of VQM rises as the
quality of video decreases; importantly, a value of 0 means a losslessly
compressed video. On the other hand, the stVSSIM metric considers the
motion information between frames, enabling us to measure the tempo-
ral video distortion. stVSSIM uses the same scale as spatial SSIM, where
a value of 1 indicates identical videos. After applying the cited metrics,
the obtained results are shown in Table 2, representing the average of
all the video sequences tested in our experiments. According to Table 2,
it is possible to determine that an observer cannot, with the naked eye,
perceive the differences between the original and watermarked videos
at the frame level while the video is in motion.

Fig. 11 shows an example of the proposed method by applying
it to videos with different visual features. From left to right, Fig. 11
shows the last frame of the video sequence, its watermarked version,
the binary image representation 𝐼𝑊 , and the image 𝐼𝑊 with the region
𝐵𝑤
𝐼𝑉 computed by adding the 𝑅𝑤

𝐼𝑉 areas temporally. The upper row
of Fig. 11 shows the Stefan video sequence, which is a sequence of
10 s at 24 fps with a spatial resolution of 704 × 576 pixels. This
video is textured and has content with bright colors. The proposed
method works as expected since the 𝑅IV region is the area with less
variance from the frame, and the naked eye cannot easily perceive it
(PSRN=50.45, SSIM=0.9903, VQM=0.39, and stSSIM=0.9549). At the
end of the process, it is possible to clearly distinguish the watermark
(A=B=64), enabling the possibility of determining the media’s own-

ership. On the other hand, the lowest row of Fig. 11 shows the Miss

8

America video sequence. The video presents different characteristics
since the background is mainly dark and not textured. The watermark
remains the same size (A=B=64) and appears to be larger than in
the previous experiment because the spatial resolution of the Miss
America video is 352 × 288 pixels. Again, the proposed method finds
the most suitable location for the imperceptible–visible watermark by
looking for the region with less variance, regardless of whether such
a region is dark or bright. The quality measurement values confirm
that the watermark is invisible to an external observer (PSRN=51.53,
SSIM=0.9931, VQM=0.29, and stSSIM=0.9829).

6.3. Watermark robustness

A watermarked video can be affected in practical situations by
performing intentional or unintentional tasks that can partially or
completely remove the previously embedded watermarks. This section
evaluates the robustness of the watermark against common signal pro-
cessing tasks and video-based operations. For all simulated hostile op-
erations, it is necessary to test the robustness of both watermarks. First,
the BER value of the invisible watermark 𝑊I is evaluated to determine
f the crucial parameters can be properly extracted to reveal the second
atermark. Second, since some attacks can alter the video frame’s
isual features, it is necessary to confirm that the imperceptible–visible
atermark 𝑊IV is visible after the exhibition stage.

Concerning signal processing tasks, we tested the scheme by sim-
lating the addition of impulsive noise contamination and image en-
ancement via a sharpening operation. Fig. 12 shows the results of the
obustness obtained against (a) impulsive noise contamination with a
ensity ranging from 0 to 0.1 and (b) a sharpening effect with a window
ize varying from 1 to 7. Impulsive noise contamination is introduced
hen the video is transmitted over a noisy channel. It is manifested
s a random variation of a pixel’s intensity level and degrades the
ideo’s visual quality. From Fig. 12(a), we can appreciate that the
roposed scheme is very robust against this attack. The obtained BER
alues remain lower than 2% when the noise contamination density is
pproximately 10%. On the other hand, sharpening is a common signal
rocessing operation carried out intentionally. It involves applying a
igh pass filter to the video frame to bring out its features by increasing
he contrast between bright and dark regions. Again, the proposed
cheme is highly robust against this attack, as shown in Fig. 12(b),
here a window size of 7 generates a BER value of only 3%. Fig. 13

hows the result of the exhibition stage of the imperceptible–visible
atermark. The upper row of Fig. 13 presents the impulsive noise

ontamination with a density of 9% applied to the highway video
equence, which has a spatial resolution of 352 × 288 pixels at 30
ps. The lower row of Fig. 13 shows an example of the sharpening
peration with a window size of 5 applied to the same video sequence.
rom left to right, Fig. 13 shows the last watermarked frame of the
ideo (which includes the simulated attack), the binary version (𝐼𝑊 )
f the same frame, and the binary version (𝐼𝑊 ) with the computed
egion 𝑅𝑤

𝐼𝑉 . As we can appreciate, in both cases, it is possible to see
he revealed watermark at a glance, which indicates that the scheme is
obust against these hostile operations.
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Fig. 11. An example of the proposed method by applying it to videos with different visual features.
Fig. 12. The robustness performance of the proposed watermarking scheme against (a) impulsive noise contamination and (b) sharpening.
Fig. 13. Applying the impulsive noise contamination (upper) and the sharpening (lower) operations to the highway video sequence. From left to right: the watermarked frame, its
binary version (𝐼𝑊 ), and the binary version with the computed region 𝑅𝑤

𝐼𝑉 .
9
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Table 3
The robustness performance of the proposed watermarking scheme against transcoding

Compression standard

H.264 AVC MPEG-4 Part 2 MPEG-2

1 Mbps 2 Mbps 4 Mbps 1 Mbps 2 Mbps 4 Mbps 1 Mbps 2 Mbps 4 Mbps

0.0257 0.0145 0.0088 0.0108 0.0084 0.0054 0.0121 0.0091 0.0075

Regarding video-based operations, two hostile tasks can compro-
ise the embedded watermark: transcoding and temporal desynchro-
ization. Transcoding is a very aggressive operation that usually occurs
nintentionally when an end user tries to play a video on different
evices. To accomplish this operation, it is necessary to convert the
ource video format by changing its resolution, bit rate, video codec,
r frame rate to adapt the video sequence to the new device’s resources.
o test the proposed scheme against transcoding operations, first, the
atermark embedding process is performed to obtain a video sequence
ith lossless compression. Next, this video is transcoded by using
Fmpeg software [37] to convert it to three different compression
tandards (H.264 AVC, MPEG-4 Part 2, and MPEG-2) with three fixed
it rates (4 Mbps, 2 Mbps, and 1 Mbps) to measure the robustness
f the watermark under different transcoding scenarios. The result is
resented in Table 3, which contains the average results of all tested
ideo sequences. From Table 3, it is possible to determine that, as
e mentioned above, the invisible watermark applied algorithm is
ery robust against transcoding operations. Therefore, it is possible to
xtract the crucial parameters since the most significant BER value
as an approximately 2% error. Fig. 14 shows an example of the
ranscoding simulation explained above to confirm how visible the
mperceptible–visible watermark is after this process. Fig. 14 shows
he mother-daughter video sequence codified under the H.264 AVC
ompression standard (the most aggressive transcoding) with bit rates
f 4 Mbps, 2 Mbps, and 1 Mbps (from top to bottom). Only a zoomed
egion of the video is shown to better appreciate the codification’s
isual quality degradation. The second column presents the result of
he watermark exhibition stage, with the computed region 𝑅𝑤

𝐼𝑉 zoomed
at the bottom-right corner. From Fig. 14, it can be verified that the
watermark is visible after all transcoding operations. The quality of the
revealed watermark decreases when the bit rate is lower; however, it
is possible to appreciate the associated ownership information in all
cases. Thus, it is possible to claim copyright.

Finally, temporal desynchronization operations refer to the alter-
ation of the order or amount of video frames. These operations are
usually performed intentionally and become especially relevant when
the watermark information is embedded in two or more consecutive
frames. There are three main types of temporal desynchronization op-
erations: frame dropping, frame averaging, and frame swapping. Frame
dropping is an attack that occurs when some frames are intentionally
deleted or lost during streaming. Frame averaging is an operation that
averages the pixels of two successive frames at a specific frequency
of time. This operation does not change the order of frames but may
severely affect the features. Frame swapping aims to alter the order of
video frames to change the result of the watermark detection process.

As we mentioned earlier, because the random masking function is
employed to generate n temporal codes, the input image is revealed
by pixelwise mathematical averaging. Therefore, changing the order
of the video frames does not create any effect since the commutative
law is satisfied. In this way, the robustness of the proposed method
against temporal desynchronization attacks is determined by measuring
the watermark exhibition stage’s tolerance against the loss of frames,
as frame averaging can be considered the loss of one of the averaged
frames. Fig. 15 shows an example of the effect caused by the exhibited
watermark by the loss of frames. As can be observed, the watermark
loses visual quality as the percentage of video frames increases and
becomes imperceptible when half of the video frames have been lost.
However, it has been experimentally determined that a higher drop
of 20% of the frames produces a jerky effect on the video, thereby
iminishing its commercial value [38].
10
Fig. 14. An experiment to determine the robustness of the proposed scheme against
transcoding operations. The first column shows a zoomed region of the mother-daughter
video sequence under the H.264 AVC compression standard with bit rates of 4 Mbps,
2 Mbps, and 1 Mbps (from top to bottom). The second column presents the result of
the watermark exhibition stage, with a zoomed version of the computed region 𝑅𝑤

𝐼𝑉 at
he bottom-right corner.

.4. Performance comparison

To highlight the relevance of the proposed paper’s contributions,
n this section, we conduct a performance comparison among the
esults obtained by the proposed scheme and those obtained by the
ethods in [32,39–43]. These methods perform video watermarking
nder comparable conditions and use similar metrics to assess imper-
eptibility and robustness. Since it is not easy to find methods that
xactly apply all the robustness experiments involved in this work,
he comparison exercise has been divided into two parts. The first
omparison is performed using two signal processing attacks (impul-
ive noise and contrast adjustment) and the frame dropping temporal
esynchronization operation. Table 4 shows the results of the first
omparison.

Regarding imperceptibility, all methods obtain a PSNR value higher
han 41 dB, suggesting that an observer does not readily perceive
he watermark with the naked eye. In this case, all PSNR values
ere obtained before the attacks were performed. The method in [41]
btains the highest PSNR value, at 60.95 dB. However, it is well-known
hat the PSNR metric cannot fully characterize HVS properties and
enerates low-accuracy estimations regarding visual quality. The SSIM
etric is regarded as a more reliable indicator of image quality. All
ethods perform excellently since the values are very close to 1. The
ork in [40] does not report the SSIM metric. According to Table 4,

he proposed method achieves the best performance against impulsive
oise contamination operation, with a density of 2%. This is notable if
e consider that the methods in [40,41] report higher BER values at
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Fig. 15. An example of the effect caused in the exhibited watermark by the loss of frames (expressed as a percentage).
Table 4
State-of-the-art comparison (*𝑑 = 0.01).
Algorithm No attacks BER

PSNR SSIM Impulsive noise
(d=0.02)

Contrast
adjustment

Frame Dropping
(20%)

Proposed method 51.07 0.991 0.0024 0.0298 0.009
[39] 55.00 0.999 3.9068 4.9927 0.017
[40] 41.50 – 0.0303* 0.0217 0.126
[41] 60.95 1.000 0.0100* – 0.082
a
t
t

o
f

Table 5
State-of-the-art comparison regarding transcoding operations.

Algorithm No attacks BER

PSNR SSIM MPEG-2 MPEG-4

Proposed method 51.07 0.991 0.0054 0.0075
[32] 56.00 0.970 0.0090 0.0090
[42] 58.00 – – 0.0270
[43] 56.18 – 0.0060 0.2100

a lower level of density noise (1%). A similar performance is reached
against the contrast adjustment attack. In this case, the [40] method
obtains a slightly lower BER value than the proposed method, which
indicates good performance. The process in [41] does not report the
contrast adjustment attack. Concerning frame dropping, all proposals
obtain a noticeable performance, and this is important if we consider
that the proposed method embeds the watermarking throughout the
temporal domain.

In the second part of the comparison, again, we look for methods
that present similar imperceptibility metrics, but in this case, we also
look for metrics that present robustness results against transcoding
tasks. The techniques in [32,42], and [43] are compared with our
method by measuring the reported BER value after transcoding the
watermarked video to the MPEG-2 and MPEG-4 video compression
standards. The results of the second performance comparison are pre-
sented in Table 5. From Table 5, we can appreciate that all methods
show PSNR values higher than 50 dB. The proposal in [32] is the only
one that reports the SSIM value, reflecting good performance regarding
imperceptibility. It is important to note that none of the methods in
Tables 4 and 5 apply a metric that considers the temporal distortion of
the video as the proposed method, which uses the VQM and stVSSIM
metrics to present imperceptible results.

Regarding MPEG-2 video compression, all methods report good
performance since the BER value is lower than 1% in all cases. The
proposal in [42] does not report this attack. However, in the case of
MPEG-4 compression, the methods in [42,43] raise the BER values
to 2% and 21%, respectively. The proposed method and the method
in [32] still present BER values lower than 1% against this attack, but
again, the proposed method achieves the best performance.

6.5. Time consumption analysis

As mentioned throughout this work, one of the main objectives of
our study is to present a video watermarking method that is not compu-
tationally expensive. To measure the time consumed by the proposed
approach, we carry out an experiment by performing the watermark
 o
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Fig. 16. Time consumption analysis.

embedding process on 3 video sequences, each of which is 10 s long, at
a frame rate of 30 fps, with spatial resolutions of 352×288, 704×576, and
1920 × 1080 pixels. We carried out the experiment using MATLAB®
2019a, running on an Intel® Core™ i5-8250U CPU at 1.60 GB of
RAM. The results are shown in Fig. 16. The gray bars denote the time
consumed by processing the 300 frames for each spatial resolution
without using the proposed strategy explained in Section 3 (i.e., by
performing an exhaustive search to determine the watermark location
as a frame-by-frame task). The results are 63.83 min for a video with a
spatial resolution of 1920 × 1080 pixels, 28.43 min for a video with a
spatial resolution of 704 × 576 pixels, and 16.93 min for a video with
a spatial resolution of 352 × 288 pixels. We repeat the experiment but
consider the proposed strategy that suggests the watermark location
only for each scene’s keyframe and then refines this position along the
video. The results are represented by the black bars in Fig. 16. The
obtained results are notably lower than those previously mentioned.
This experiment found numerical values of 3.49 min, 1.49 min, and
0.97 min for videos with spatial resolutions of 1920×1080, 704×576,
nd 352 × 288 pixels, respectively. In this way, compared to a tradi-
ional approach that processes all video frames, we present a method
hat saves time consumption by approximately 94%.

By considering the three spatial resolutions tested in this work,
ur proposed scheme averages a time of 0.39 s for processing each
rame of a video. To put this result in context, we compare it with

ther results reported in state-of-the-art techniques, as presented in
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Table 6
Time consumption comparison.

Algorithm Time consumption

Proposed method 0.39 s
[44] 10.1 s
[45] 0.35 s
[46] 3.26 s

Table 6. It is important to note that we avoid comparing real-time or
hardware-based implementations since these proposals’ goals are dis-
tinctly different from our own. In contrast, we compare the embedding
time reported in general-purpose watermarking implementations [44–
46] with the unique objective of highlighting the importance of our
proposed method to save computational costs. The proposal presented
in [44] is a watermarking technique based on the DWT domain. In [44],
the authors reported that the time consumed by their watermark em-
bedding process ranged from 10.1 to 30.5 s to process each frame. On
the other hand, [45] presents a collusion-resistant video fingerprinting
method that introduces an efficient scheme for the embedding process.
The reported result in [45] is 5 min to process 852 VGA frames
(i.e., 0.35 s per frame); however, this time does not consider higher
spatial resolution tests that could cause the time to increase. Our
proposed method takes 1.49 min to process 300 frames with a similar
spatial resolution (704 × 576 pixels), which means an average of 0.29 s
er frame. Finally, the method proposed in [46] presents a software
mplementation of a video watermarking scheme focused on videos
ncoded under the current H.265 AVC codec. In this case, the time to
erform video compression increases by 3.2 to 11.4 s when we carry
ut the watermark embedding process. Table 6 shows that our proposed
ethod is a fast and efficient solution. When compared to state-of-

he-art techniques with a similar purpose, our proposed method more
uickly and competitively processes each video frame.

. Conclusions

In this paper, we propose a video watermarking method that ad-
resses the problem of finding a method developed in the base-band
omain that does not imply high computational costs, which is un-
ommon in the video watermarking research field. To address this
roblem, we rely on two innovative techniques in the field of study:
emporal codes and the imperceptible–visible paradigm. One of the main

contributions of this work is to adapt these methods to benefit from
their advantages and implement some strategies to solve some of
their disadvantages. To demonstrate the contribution of the proposed
method, we carried out computer simulations regarding imperceptibil-
ity, robustness, and time consumption. Imperceptibility was measured
by employing metrics designed for still images (PSNR and SSIM) and
video sequences (VQM and stVSSIM). The obtained values for imper-
ceptibility are a PSNR value higher than 50 dB, a SSIM value very
close to 1, a stVSSIM value of 0.9630, and a VQM value of 0.32,
which is very good considering that the VQM value rises rapidly as the
quality of video decreases. These results confirm that the naked eye
cannot perceive watermarks embedded in the test videos. Regarding
robustness, the experimental results show a loss of only approximately
3% of the original watermark when the scheme is subjected to very
aggressive signal processing operations such as impulsive noise con-
tamination and image enhancement by sharpening. Video-based tasks
were also simulated to confirm the robustness of the proposed scheme
against transcoding by changing the video compression standard from
lossless video to H.264 AVC, MPEG-4 Part 2, and MPEG-2 and changing
the bit rate compression. The most aggressive transcoding operation
was the H.264 AVC compression standard with a bit rate of 1 Mbps.
In this scenario, the obtained BER value was less than 2%. Temporal
desynchronization was also considered, and it has been experimentally

determined that the watermark suffers considerable visual damage
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when the loss of the video frames reaches 50%. However, the loss of
this number of frames is not a practical situation. Finally, the conducted
experiments show that, compared to state-of-the-art techniques with a
similar purpose, our proposed method is highly competitive, as it can
more quickly process a video frame.

In this way, we have validated that the proposed design has an
important implication in the overall performance of the solution. The
obtained results confirm that the proposed scheme can be considered
a suitable solution that could be applied in practical cases. Although
many robust video watermarking techniques have been proposed, this
research field still faces many challenges. Researchers should continue
to focus on how to improve imperceptibility and robustness while also
reducing computational costs. In this paper, we present an innovative
solution that provides some ideas to solve this problem.
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